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The energy-resolved competitive collision-induced dissociation of the proton-bound complex [HS‚H‚CN]- is
studied in a guided ion beam tandem mass spectrometer. H2S and HCN have nearly identical gas-phase
acidities, and therefore, the HS- + HCN and the CN- + H2S product channels exhibit nearly the same
threshold energies, as expected. However, the HS- + HCN channel has a cross section up to a factor of 50
larger than CN- + H2S at higher energies. The cross sections are modeled using RRKM theory and phase
space theory. The complex dissociates to HS-+ HCN via a loose transition state, and it dissociates to CN-

+ H2S via a tight transition state. Theoretical calculations show that the proton-transfer potential energy
surface has a single minimum and that the hydrogen bonding in the complex is strongly unsymmetrical, with
an ion-molecule complex of the form HS-‚‚HCN rather than CN-‚‚H2S or an intermediate structure. The
requirement for proton transfer before dissociation and curvature along the reaction path impedes the CN- +
H2S product channel.

Introduction

Competitive threshold collision-induced dissociation (TCID)
has been applied to a broad range of chemical systems to
measure ion complex dissociation energies and relative ion
affinities.1-8 Competitive TCID on proton-bound complexes
allows a direct measurement of the gas-phase acidity of an
unknown acid relative to a species with well-known acidity.3-5

In this application, a proton-bound complex, [A1HA2]-, is
collisionally excited at controlled translational energies and it
dissociates into two competitive channels as in eq 1:

The relative gas-phase acidity,δ∆acidH0 ) ∆acidH0(HA2) -
∆acidH0(HA1), is related to the difference between the two
reaction threshold energies,∆E0, according to eq 2, provided
that there are no reverse activation barriers to dissociation.

TCID is performed under nonequilibrium conditions, and
therefore, its analysis requires an understanding of the kinetics
of the unimolecular dissociation event. Kinetic and competitive
shift corrections using statistical rate theory have been incor-
porated into the data analysis for TCID experiments as described
previously.1,3,9,10This work examines the modeling of TCID,
including a comparison of Rice-Ramsperger-Kassel-Marcus
(RRKM) theory11,12 versus phase space theory (PST)13,14 and
the treatment of the neutral molecular dipole in the long-range
potential, for a well-characterized small system where these

effects can be assessed. Specifically, we study competitive TCID
for the H2S/HCN system, eq 3:

Reactions 3a,b are the primary product channels at low energies.
Formation of the HNC isomer channel (eq 3c) is possible at
higher energies, and a minor ligand exchange channel, reaction
3d, is observed near threshold. The threshold energy difference,
∆E0 ) δ∆acidH0 ) ∆acidH0(H2S) - ∆acidH0(HCN), corresponds
to the 0 K enthalpy of reaction 4.

Using literature thermochemistry summarized in Table 1,15-20

we find ∆rH0(4) ) 2.6 ( 0.9 kJ/mol. Because of this small
acidity difference, the branching probability between the two
dissociation channels in eq 3 will be determined mainly by the
sums of states of the transition states for the two channels. H2S,
HCN, and their conjugate bases are well characterized spec-
troscopically, so the densities of states of the products can be
calculated accurately. These conditions allow a good test of the
statistical rate models for TCID. The TCID experiments are
complemented by electronic structure calculations to obtain
structural parameters for the complex and the properties of the
potential energy surface for reactions 3 and 4.

Methods

TCID Cross-Section Measurements.Experiments are car-
ried out on our guided ion beam tandem mass spectrometer,† Part of the special issue “William Hase Festschrift”.

[A1HA2]
- + Xe f A1

- + HA2 + Xe (1a)

f A2
- + HA1 + Xe (1b)

δ∆acidH0 ) ∆E0 ) E0(1b) - E0(1a) (2)

[HS‚H‚CN]- + Xe f CN- + H2S + Xe (3a)

f HS- + HCN + Xe (3b)

f HS- + HNC + Xe (3c)

f HS-‚Xe + HCN (3d)

CN- + H2S f HS- + HCN (4)

1342 J. Phys. Chem. A2006,110,1342-1349

10.1021/jp0540454 CCC: $33.50 © 2006 American Chemical Society
Published on Web 11/04/2005



which is described in detail elsewhere.21-23 The [HS‚‚H‚‚CN]-

complex is synthesized in the flow tube reactor using a
microwave discharge source with helium carrier gas. The CN-

ions are produced by passing the vapor from liquid CH3CN (J.T.
Baker, 99.8-100%) at room temperature through the microwave
discharge. H2S gas (Matheson Tri-Gas, 99%) is introduced via
a ring inlet downstream of the discharge to react with the CN-

ions to produce [HS‚H‚CN]-. As will be shown experimentally
and theoretically in this work (vide infra), the [HS‚H‚CN] -

complex actually has the structure HS-‚‚HCN; i.e., the CN- +
H2S reaction leads to proton transfer along with complex
formation. The HS-‚‚HCN complex comprises the major
product of the CN- + H2S reaction in the flow tube under the
conditions used, for which the CN- ion is largely depleted by
the addition of H2S. The ions are cooled by about 105 collisions
in the flow tube at a helium pressure of 0.36 Torr and at room
temperature. The complex is expected to be thermalized to 300
K under these reaction conditions. The ions are sampled through
a nose cone aperture, focused and accelerated to 1 kV, injected
into a magnetic sector momentum analyzer where the HS-‚‚HCN
ions are mass selected, and then decelerated and injected into
an octopole ion guide. The octopole ion guide passes through
a collision cell containing Xe with which the HS-‚‚HCN ions
collide at controlled translational energies. During our cross-
section measurements, we observed low-energy axially trapped
ions in the octopole ion guide which result in artifact reaction
products at collision energies near threshold from multiple
collision events, as discussed previously.21 To avoid this
problem, we carried out the ion injection in the pulsed ion beam
mode, for which the ions are pulsed by a deflector after the
second slit of the magnetic sector and trapped ions are eliminated
from the octopole after each cycle.21 The reactant and product
ions are collected and mass analyzed by a quadrupole mass filter
and counted by an electron multiplier operated in negative-ion
pulse counting mode.

The absolute cross sections are acquired as a function of
laboratory ion energy, which is measured using retarding
potential analysis21 and converted to the relative collision energy
of the reactants in the center-of-mass (cm) frame.24 To obtain
the absolute cross sections under single-collision conditions, the
data are collected at three different gas cell pressures in the
range 0.04-0.1 mTorr and the cross sections are extrapolated
to zero pressure. The cross sections did not show any significant
dependence on Xe pressure in these experiments. Five inde-
pendent data sets obtained on different days are analyzed
individually.

TCID Data Analysis. The energy-dependent cross sections
for the two dissociation channels in reaction 3 are fit using the
competitive TCID model of Rodgers and Armentrout,1 which

explicitly treats competitive and kinetic shifts in TCID using
RRKM theory.3,9,11,12 The details of our application of the
models have been summarized recently.5 In this work, we
employ phase space theory (PST),14 which explicitly conserves
total angular momentum, in addition to RRKM theory. We use
a version of PST with a classical treatment of angular
momentum conservation as developed by Bowers, Chesnavich,
and their co-workers14,25-30 The statistical theory rate constant
for unimolecular dissociation of the complex to channelj is
given by

HereE* is the total internal energy of the energized molecule
(EM), Nvrj

q is the sum of rovibrational states at the transition
state (TS) configuration,E0(j) is the threshold dissociation
energy,Fvr is the rovibrational density of states of the EM,h is
Planck’s constant,sj is the reaction degeneracy, andJ is the
total angular momentum quantum number. The primary differ-
ence between RRKM theory and PST is that for PST the total
angular momentumJ is explicitly conserved in the calculations
of the sum and density of states in eq 5. In the form of RRKM
theory used here, angular momentum effects are treated ap-
proximately by subtracting the rotational energy of the “inactive”
overall rotation of the complexEr(J) from E* in the calculation
of Fvr and correspondingly subtracting the rotational energy of
the transition state,Er

q(J), from E* in the calculation of
Nvr.1,9,11,12Vibrations are treated as Morse oscillators. For the
rotational states, nonlinear molecules are treated in the sym-
metric top approximation with independent one-dimensional and
two-dimensional rotational constants. An exception is that in
the Bowers-Chesnavich implementation of classical PST used
here, nonlinear molecular rotors are treated approximately as
spherical tops.14,27 For linear rotors, we employ the “integral
approximation” for the sum of states given by Grice, Song, and
Chesnavich.29 The postcollision angular momentum distribution
of the complex is treated in a statistical approximation as
described elsewhere.9 As also described in detail previ-
ously,1,3,5,9,24 the model cross sections are convoluted over
experimental translational and internal energy distributions, and
then both channels are fit simultaneously by nonlinear least-
squares regression to obtain∆E0 andE0(3b), where∆E0 ) E0-
(3b) - E0(3a). Two additional adjustable parameters areN,
which describes the energy transfer distribution in a modified
line-of-centers collision model, and a single scaling factorσ0

that is applied to both channels.1,3,5,9 All calculations are
performed with theCRUNCH data analysis and modeling pro-
gram.31

The transition states are treated either as loose, orbiting
transition states (OTS) or as tight, fixed transition states. The
orbiting transition state is located variationally at the top of the
centrifugal barrier on the ion-neutral potential energy surface
for separating fragments. The long-range potential consists of
the ion-induced-dipole potential and optionally the ion-permanent-
dipole potential, treated here in a locked-dipole approxima-
tion.30,32The molecular parameters17,20,33-37 used in the statistical
rate calculations and thermal corrections are presented in Table
2. The loose transition states employ the vibrational and
rotational constants of the product fragments. The tight TS
parameters are assumed to be equal to those of the reactant
complex ion with the vibrational mode corresponding to proton
transfer removed as the reaction coordinate. Estimates for the
anharmonicities associated with the complex ion are obtained

TABLE 1: Literature Thermochemical Values

quantity value method

EA0(HS) 2.314 338( 0.000 025 eV PDa

D0(H-SH) 376.1( 0.5 kJ/mol PTSb

∆acidH0(H2S) 1464.92( 0.04 kJ/mol TIPPSc

EA0(CN) 3.862( 0.004 eV PESd

D0(H-CN) 522.9( 0.8 cm-1 PTSe

∆acidH0(HCN) 1462.3( 0.9 kJ/mol D(HA) - EA(A) + IE(H)f

∆rH0(4) 2.6( 0.9 kJ/mol ∆acidH0(H2S) - ∆acidH0(HCN)
∆rG298(4) 6.2( 0.9 kJ/mol g

a Photodetachment threshold.15 b Photofragment translational spec-
troscopy.18 c Threshold ion-pair production spectroscopy.16 d Negative-
ion photoelectron spectroscopy.17 e Reference 19.f IE(H) ) 1312.049 38
( 0.000 02 kJ/mol.20 g Thermal enthalpy and entropy corrections from
statistical mechanics in the rigid-rotor harmonic-oscillator approxima-
tion.

kj(E*,J;E0(j)) )
sjNvrj

q(E* - E0(j),J)

hFvr(E*,J)
(5)
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by first correlating their normal modes with those of the products
and then multiplying their frequencies with the anharmonicity-
to-harmonic frequency ratio of the relevant product mode. The
transitional mode frequencies are assumed to be harmonic. The
anharmonicity for the reaction coordinate mode in the complex
is calculated within the Morse oscillator approximation using
the calculated frequency and the measured dissociation energy.

Computational Chemistry. Molecular structure calculations
are performed using Gaussian 03.38 For geometries and frequen-
cies, density functional theory (DFT) is used with the hybrid
Becke three-parameter exchange functional39 with the Lee-
Yang-Parr correlation functional (B3LYP).40 For energy cal-
culations, coupled-cluster theory with single and double exci-
tations and perturbative treatment of triples [CCSD(T)]41 is also
utilized. Dunning’s augmented correlation-consistent polarized-
valence basis sets are used, with double- (aug-cc-pVDZ), triple-
(aug-cc-pVTZ), or quadruple-ú (aug-cc-pVQZ) expansions.42-44

Theoretical Results

Gas-Phase Acidities.The 0 K gas-phase acidities of H2S
and HCN and the reaction enthalpy for reaction 4 calculated
using several levels of theory and compound methods45-48 are
shown in Table 3. The results indicate that (a) for DFT a triple-ú
or larger basis set is required to obtain gas-phase acidities within
5 kJ/mol of the experimental values, (b) for CCSD(T) a large
basis set and a geometry optimized at the CCSD(T) level is
required to converge to values within the experimental uncer-
tainties, and (c) all of the compound methods perform within
their claimed accuracies. The W1 method agrees best with the
experimental acidities. The calculated energies generally cor-
roborate the literature thermochemical values.

Potential Energy Surface.Proton-transfer potential energy
surfaces found using the intrinsic reaction coordinate method49

at the B3LYP/aug-cc-pVDZ level are presented in Figure 1a
for reaction 4 and the corresponding reaction with the HNC
isomer, plotted as a function ofδr ) r(SH) - r(CH) andδr )
r(SH)- r(NH), respectively. The asymptotic energy for reaction
4 at this level of theory has a value of 1.5 kJ/mol after zero-
point energy corrections, compared with the thermochemical
value of 2.6( 0.9 kJ/mol. The geometries on the ground-state
singlet surface are all planar (Cs symmetry). The global
minimum of the potential energy surface is HS-‚‚HCN, an
H-bonded complex between HS- and HCN with a separation
of r(S-‚‚H) ) 2.178 Å.

For the CN- + H2S entrance channel of reaction 4, the dipole-
alignedC2V orientation is energetically favored asymptotically
for separated fragments. As the two fragments approach, the
H-bonding orientation is adopted via rotation of H2S relative
to CN-. This reorientation occurs at intermediate range,δr )
-2.5 to -1 Å, and proton transfer from H2S to CN- occurs
aroundδr ) 0. There is no [HSH‚‚CN-] local minimum on
this potential energy surface, only an inflection. Gronert and
Kimura50 found a true minimum for [HSH‚‚CN-], i.e., a double-
well potential, using Moller-Plesset second-order perturbation
(MP2) calculations with a 6-31+G(d,p) basis set. We could
reproduce that result, but we find that the central barrier
disappears with either larger basis sets or using DFT instead of
MP2.

The HS-‚‚HCN minimum-energy complex separates to HS-

+ HCN products along a smooth surface with no reverse
activation barriers. Dissociation through channel (3b) should
therefore involve a loose transition state. The dissociation
pathway back to CN- + H2S also has no overall energy barrier,
but (anticipating the experimental results below) it might be
impeded by the requirement of proton transfer before ion-
molecule separation along the dissociation coordinate.

The calculated [HS‚‚H‚‚NC]- isomeric potential energy
surface (dashed line in Figure 1a) exhibits a double well-
potential with a small potential energy barrier to proton transfer
between S and N, which however is below the zero-point
vibrational energy. The [HS-‚‚HNC] complex has a higher
energy than the [HS-‚‚HCN] complex by about 32 kJ/mol.
Although HSH‚‚NC- is a true local minimum, the frequency
for the mode corresponding to internal rotation of NC- is only
66 cm-1, suggesting that the HSH‚‚NC- complex could fairly
easily isomerize to the lower energy HSH‚‚CN- surface and
proceed to the global HS-‚‚HCN minimum. Even in the unlikely
event that some ions are trapped on this surface in the flow
tube ion source, they would dissociate solely into CN- + H2S
near threshold, contrary to the experimental results that show a
strong preference for the other product channel (see below).

Frequencies and Sums of States.To provide a more detailed
view of the structural changes occurring during dissociation,
we show in Figure 1b a correlation diagram of selected normal-
mode frequencies along the reaction path for reaction 4. Strong

TABLE 2: Molecular Parameters for Statistical Rate Calculations

species vibrational freq (cm-1)a rotational consts (cm-1) polarizabilityb (Å3) dipole momentc (D)

HS- 2648 (53)d 9.39d

HCN 743 (11), 2129 (12), 3442 (57)e 1.473e 2.59 2.985
HNC 477, 2029, 3652f 1.1521f 2.59 3.05
CN- 2035 (14)g 1.875g

H2S 2722 (24), 1215 (5.7), 2733 (25)h 9.67, 4.72, 4.72g 3.78 0.978
HS-...HCNi 147, 167, 180 (1.2),j 262, 967 (14), 1042 (15),

1955 (11), 2604 (43), 2619 (52)
9.42, 0.073, 0.072

a Anharmonicities (cm-1) given in parentheses.b Reference 36.c Reference 37.d Reference 35.e Reference 33.f Reference 20.g Reference 17.
h Reference 34.i B3LYP/aug-cc-pVDZ. Anharmonicities estimated as described in text.j Proton-transfer reaction coordinate mode, removed to
form a tight transition state for channel (3a).

TABLE 3: Theoretical Enthalpies at 0 K (kJ/mol)

method ∆acidH0(H2S) ∆acidH0(HCN) ∆rH0(4)

B3LYP/aug-cc-pVDZ 1450.9 1449.4 1.5
B3LYP/aug-cc-pVTZ 1460.1 1459.0 1.1
B3LYP/aug-cc-pVQZ 1462.1 1459.7 2.4
CCSD(T)/aug-cc-pVTZ 1465.6 1461.1 4.5
//B3LYP/aug-cc-pVTZa

CCSD(T)/aug-cc-pVQZ 1464.4 1461.2 3.2
//B3LYP/aug-cc-pVTZa

CCSD(T)/aug-cc-pVQZ 1464.4 1462.0 2.4
//CCSD(T)/aug-cc-pVTZa

W1b 1465.0 1463.2 1.8( 1.2c

CBS-QB3d 1462.8 1461.0 1.8( 3.6c

CBS-Qd 1461.0 1460.5 0.5( 4.2c

G3(B3)e 1464.7 1464.8 -0.1( 4.1c

G3e 1464.4 1464.1 0.3( 4.2c

exptf 1464.92( 0.04 1462.3( 0.9 2.6( 0.9

a Vibrational zero-point energies calculated at the same level as
geometries.b Reference 45.c Error limit is the reported mean absolute
deviation of the compound method compared with experimental test
sets.d References 46 and 47.e References 48 and 63.f Table 1.
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mode mixing occurs between H-CN stretch and HC-N stretch
close to the complex geometry. Along the (3a) dissociation
coordinate, the HC-N stretch character decreases and the
H-CN stretch character increases. The HC-N stretch mode
then couples with the H-S stretch in the proton-transfer region
and evolves into the asymmetric H2S stretch for channel (3a)
products.

Figure 1c presents the vibrational sums of states along the
reaction coordinate, calculated in the harmonic oscillator ap-
proximation forJ ) 0 and several total energies from 0.8 eV
or 77 kJ/mol (just below threshold for channel 3a) to 2.0 eV or
193 kJ/mol. The minimum in the sum of states along each
product channel represents the bottleneck for dissociation. This
is intended as a qualitative picturesrotational states are not
included, and the transitional modes would ideally be treated
as hindered internal rotors instead of harmonic oscillators.

Experimental Results

TCID Cross Sections. Figure 2a shows representative
experimental TCID cross sections for the dissociation of the

Figure 1. DFT calculations at the B3LYP/aug-cc-pVDZ level along
the intrinsic reaction coordinate. (a) Potential energy surface for reaction
4 versusδr ) r(SH) - r(CH) (solid line) is shown, and the isomeric
surface for HNC instead of HCN is also shown versusδr ) r(SH) -
r(NH) (dashed line). (b) Correlation of selected normal-mode frequen-
cies along the reaction path of reaction 4 is shown, excluding the
reaction coordinate mode and three low-frequency transitional modes.
(c) Vibrational sum of states along the reaction path in the harmonic
oscillator approximation are shown. The curves are labeled by the total
energy (potential energy plus vibrational energy) in electronvolts above
the HS-(HCN) energy minimum.

Figure 2. (a) Experimental cross sections for collision-induced
dissociation of [HS-‚HCN] with Xe. The ligand-exchange product
Xe‚HS- is also shown. (b) Experimental (open symbols) and the
convoluted (solid lines) and unconvoluted (dashed lines) model cross
sections using the PST (scaled, dipole) model, fit to the threshold region
for reactions 3a,b. The model cross section for the dissociation into
HS- + HNC products, reaction 3c, is also shown.

Collision-Induced Dissociation of HS-(HCN) J. Phys. Chem. A, Vol. 110, No. 4, 20061345



complex into channels (3a) and (3b), along with the minor ligand
exchange channel, reaction 3d. Both main product channels
appear with apparent thresholds near 0.4 eV (cm). With
increasing collision energy, theσ3b/σ3a ratio increases to about
a factor of 50. This behavior indicates that channel (3a) is
associated with a tighter transition state than channel (3b). The
HS-‚Xe ion appears at the 0.4-eV threshold, peaks at 1.0 eV,
and disappears by 2.0 eV, which is consistent with a ligand
exchange process.51 No CN-‚Xe product is observed. The
observation of HS-‚Xe but not CN-‚Xe strongly corroborates
the theoretical result that the reactant complex has the structure
HS-‚‚HCN rather than either CN-‚‚H2S or a strongly hydrogen-
bonded intermediate structure with an equally shared proton.
At 1.0 eV, the HS-‚Xe cross section is less than 10% of the
HS- channel, with which it might compete. To determine
whether the ligand-exchange channel affects the modeling of
the main product channels, we tested replacement of the HS-

cross section with the sum of the HS- and HS-‚Xe cross
sections. This does not significantly affect any of the subsequent
modeling parameters (described below). Therefore, this minor
ligand-exchange channel can be ignored in the rest of the
analysis. Its presence does indicate strong interactions between
Xe and the cluster ions, which implies energy exchange among
the internal degrees of freedom and lends credence to the use
of statistical rate theory for the dissociation process.

Reaction 3c, formation of HS- + HNC, is a possible third
dissociation channel for the complex. This channel, if present,
would add to the HS- product from channel (3a) and would
compete with CN- production. The asymptotic energy for the
HS- + HNC products lies 5180( 700 cm-1 or 0.64 eV above
the HS- + HCN asymptote.52 This channel is considered
theoretically below but cannot affect the fits to the cross sections
of channels (3a) and (3b) near threshold.

Cross-Section Models and Threshold Fits.Several alterna-
tives in application of the statistical rate theory models are
described in this section, with results summarized in Table 4.
The deviations among these models are minor and all of the
models give threshold-region fits similar in quality to the “PST
(scaled, dipole)” model shown in Figure 2b and described in
more detail below. The adjustable parameters in Table 4 for
RRKM theory and PST models are obtained from fits over the
collision energy range 0-1.5 eV (cm), i.e., below the region
where reaction 3c could influence the results. The uncertainties
in ∆E0 and E0(3b) are determined as root-sum-of-squares of
(a) the uncertainties arising from the ion energy determination
((0.05 eV lab), (b) the statistical uncertainty in the least-squares
fit to the data, (c) a range of reactant ion temperatures from
200 to 400 K, (d) the estimated standard deviation from fits to
multiple sets of data, and (e) the uncertainty from the fitting
parameters determined by scaling the vibrational modes by
(20%, scaling only the transitional modes by(20%, scaling
the reaction degeneracy for both channels together by a factor
of 2, varying the reaction degeneracy in opposite directions for
the two channels by factors of 2, and fitting various energy

ranges with upper limits from 1 to 2 eV. The reported error
bars represent our estimate of(2 combined standard uncertain-
ties.53

Attempts to model the cross sections for the two primary
product channels (3a) and (3b) using either both loose, orbiting
transition states or both tight, fixed transition states fail. Rather,
the dominant HS- + HCN product channel must be modeled
with a loose transition state and the smaller H2S+ CN- channel
with a tight transition state. The extreme behavior of this system,
with nearly identical threshold energies but very different
magnitudes for the two main channels, makes it difficult to fit
but that also constrains the range of the transition state models
that can be used. The unconvoluted model (for zero internal
energy and no translational energy distribution), dashed lines
in Figure 2b, shows that the tight channel (3a) has the lower
threshold energy. But at a slightly higher energy, the loose
channel (3b) becomes accessible and rapidly overtakes and
competitively suppresses channel (3a). Channel (3b) is best fit
with the losest reasonable transition state, namely an orbiting
transition state at the centrifugal barrier. For the tight channel
(3a), we tested reducing the transitional mode frequencies but
found that the calculated frequencies for the complex gave the
best fit; that is, the tightest reasonable frequency parameters
are required.

We apply both RRKM theory and classical PST for the
statistical unimolecular dissociation rate constant. To evaluate
the approximations and the implementations of these models
in CRUNCH,31 we compared the energy-dependent rate constants,
k(E), for RRKM theory and classical PST to each other and to
quantum PST and variable reaction coordinate transition state
theory (VRC-TST) calculated using theVARIFLEX program of
Klippenstein et al.54 For the tight TS for channel (3a), the results
are essentially identical for RRKM theory, classical PST, and
quantum TST. Some differences are found for the orbiting
transition state for channel (3b), however, as shown in Figure
3 for J ) 46, which is the averageJ for the statistical angular
momentum distribution9 at threshold. (This value ofJ is chosen
to illustrate the effects; similar results are found for otherJ
values.) The RRKM theory and VRC-TST rates agree with each
other within 10% at higher energies and are in perfect agreement

TABLE 4: Cross-Section Fits

modela σ0 N ∆E0 (eV) E0(3b) (eV)

RRKM 8.7 1.1 0.054( 0.014 0.84( 0.18
RRKM (dipole) 8.3 1.4 0.076( 0.014 0.83( 0.18
PST 7.1 1.0 0.052( 0.032 0.88( 0.33
PST (scaled) 8.6 1.5 0.066( 0.032 0.82( 0.33
PST (dipole) 7.0 1.0 0.049( 0.032 0.87( 0.33
PST (scaled, dipole) 8.4 1.4 0.062( 0.032 0.82( 0.33
“best” TCID value 0.062( 0.044 0.82( 0.40

a See text for explanations of various models.

Figure 3. Statistical unimolecular dissociation rates,k(E*,J), for
reaction 3b plotted versus the total energyE* at J ) 46. Shown are
the results of RRKM theory, classical PST with the spherical rotor
approximation, quantum PST, and VRC-TST, as described in the text.
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near the threshold for thisJ. This indicates that (a) the position
and the height of the centrifugal barrier are calculated to be
similar by both methods and (b) for thisJ the rates are
insensitive to the inclusion and treatment of permanent-dipole
potential. In contrast, the quantum PST rate curves calculated
using VARIFLEX54 and classical PST rate curves calculated in
CRUNCH31 using the code adapted from Chesnavich and Bowers14

are found to differ by a factor of about 2.4 for various energies
andJ values. We traced this deviation to be almost entirely the
result of the use of the spherical rotor approximation in this
implementation of classical PST.14 When spherical rotational
constants are used as input parameters in variflex, the quantum
PST rates agree well with the classical PST rates. Chesnavich
and Bowers14 found that the error introduced by using the
spherical rotor approximation was small for the oblate and
prolate systems they tested. However, for this reaction the
extreme rotational asymmetry of the near-prolate [HS-‚HCN]
complex (A ) 9.42 cm-1, B ) 0.073 cm-1, C ) 0.072 cm-1)
makes the spherical approximation (with a geometric mean
rotational constant of 0.367 cm-1) problematic. Because the
shapes of thek(E,J) curves are very similar for classical PST
with the spherical approximation and for quantum PST using
symmetric top rotors, we applied a scaling factor of 2.4 to the
PST rates for channel (3b). Both unscaled and scaled models
are given in Table 4.

The rotational symmetry numbers for the energized molecule
(EM) and the TS for product channel (3b), HS- + HCN, are
bothσ ) 1, because they have only a plane of symmetry (Cs).
Therefore, the reaction degeneracy iss3b ) σEM/σ3b ) 1. For
product channel (3a), the tight transition state could have either
σTS ) 1 (hydrogen-bondedCs configuration) orσ3a ) 2 (the
dipole-alignedC2V configuration at longer range). The fits
calculated withσ3a ) 1 were slightly better, while usingσ3a )
2 increased∆E0 about 5 meV for RRKM or by 50 meV for
PST. For consistency with the theoretical potential energy
surface and for better fit quality, we setσ3a ) 1. The small
variations of the results with respect to the symmetry parameter
choices are taken into account in the error analysis as described
above.

Because channel (3a) goes through the proton-transfer region,
which apparently results in the tight transition state, we also
tried modeling this channel with a transition-state switching
model,26 for which the sum of states at eachE* andJ is replaced
by the minimum sum of states for an inner tight TS versus an
outer orbiting TS. However, when the parameters for this model
are optimized, the energy of the inner tight TS tended toward
the dissociation energy and the orbiting TS never limited the
sum of states. That is, the results of the transition-state switching
model were experimentally indistinguishable from using a tight
TS alone. A fully variational transition state theory method on
a multidimensional potential energy surface would be required
to elucidate the true nature of the bottleneck on this surface,
but empirically a tight transition state is required to model the
data for channel (3a).

As summarized in Table 4, all alternative models give very
similar results for∆E0 andE0(3b). The nominal values for∆E0

vary over a small range of 0.049-0.076 eV. Curiously, the
inclusion of the locked dipole slightly increases∆E0 for RRKM
but decreases it very slightly for PST, but the effect is not large
for either. In general, the small deviations in∆E0 among the
various models are barely significant statistically and hence
cannot be definitively interpreted in terms of physical effects.
The estimated error bars for the PST models are larger than for
RRKM because the former are more sensitive to input frequen-

cies, symmetry numbers, and reactant temperature. For the
“best” TCID value of∆E0, we select the scaled classical PST
model with inclusion of the permanent dipole because PST
properly conserves total angular momentum and the scaling
factor compensates for the error from using spherical rotational
constants. This fit for channels (3a) and (3b) is shown in Figure
2b. The uncertainty limits for the best value are increased to
account for the range of values from various statistical rate
models, yielding a final result of∆E0 ) 0.062( 0.044 eV.

Figure 2b also displays the model cross section for channel
(3c), formation of HS- + HNC, calculated using the literature
energy52 relative to product channel (3a) and a loose transition
state model. A loose transition state gives an upper limit for
the cross section. Adding this model cross section into the HS-

+ HCN channel would have no effect in the threshold region
below 1.5 eV, where the data for channels (3a) and (3b) are fit.
However, the calculated cross section for channel (3c) is similar
in magnitude to channel (3b) at higher energies.

Discussion

Tight vs Loose Transition States.The TCID branching
ratios for channels (3a) and (3b) clearly indicate the presence
of a constraint toward dissociation through the CN- + H2S
channel. That is, (3a) has a tight transition state and (3b) has a
loose transition state. The constraint for channel (3a) is not
obvious on the calculated potential energy surface in Figure
1a, which exhibits no potential energy barrier along the reaction
path, only an inflection in the proton-transfer region. The
frequency correlations in Figure 1b do suggest a difference
between the two dissociation pathways. From the minimum-
energy HS-‚‚HCN complex at aboutδr ) 1, the vibrational
frequencies evolve smoothly to HS- + HCN product frequen-
cies, channel (3b). In contrast, for channel (3a) to CN- + H2S,
the frequencies go through wide swings. This behavior indicates
strong curvature along the reaction coordinate, which suggests
that dynamic constraints could also be operative in the dis-
sociation process for (3a).

Another view of the transition state behavior along the
reaction coordinate may be gained by the plot of the vibrational
sums of states shown in Figure 1c. For both reaction channels,
the minimum in the sum of states (numerator in the statistical
rate expression of eq 5) moves from long-range (indicative of
a loose transition state) inward toward the minimum in the
potential energy surface (indicative of a tighter transition state)
as the energy increases. This tightening of the transition state
region is more pronounced and occurs at lower energies for
channel (3a) than for channel (3b). This analysis implies that a
true microcanoncial variational transition state theory would be
ideally required to provide the best statistical model of the
dissociation process, especially at higher energies. Empirically,
however, we find that only the tight/loose combination of
transition state parameters is able to reproduce the data near
threshold.

Unsymmetrical Hydrogen Bonding in the Complex.De-
spite the nearly identical gas-phase acidities of H2S and HCN,
the hydrogen bonding in the proton-bound dimer anion [HS‚
H‚CN] - is clearly unsymmetrical, defined as having unequal
well depths for the two structures of the complex.55 Both
theoretical calculations and the experiments show that the
complex has the structure HS-‚‚HCN. The observations of (1)
the HS-‚Xe ligand-exchange product but not CN-‚Xe and (2)
the loose transition state for HS- + HCN but tight transition
state for CN-‚‚H2S together experimentally confirm the theo-
retical prediction of the HS-‚‚HCN structure for the complex
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(Figure 1a). The calculated energy of the CN-‚‚H2S hydrogen-
bonded structure, which is just an inflection point and not a
local minimum of the PES, is about 32 kJ/mol higher than
HS-‚‚HCN, compared with the asymptotic acidity difference
between H2S and HCN of about 3 kJ/mol.

The reasons for the strongly unsymmetrical hydrogen bonding
in the complex may be understood in terms of the electronic
properties of the anions. Gronert and co-workers50,56 have
theoretically examined proton-bound anionic complexes for a
variety of second- and third-period hydrides. The position of
the transition state for proton transfer within the complex
depends more on the proton donor/acceptor properties of the
two acids than on the asymptotic energetics of the proton-
transfer reaction.50 The complexation energy is largest when
the proton donor is a strongly electronegative element. As carbon
is not strongly electronegative, carbon acids are known to behave
differently and have weaker hydrogen bonding than “normal”
nitrogen or oxygen acids.57,58 However, HCN is the most
“normal” carbon acid in solution59 and is more akin to hydrogen
halides because of the high electrophilicity of the CN group.60

CN is more electronegative than HS: EA(CN)) 3.86 eV
compared with EA(HS)) 2.31 eV (Table 1). Furthermore,
second-period acids such as HCN are better hydrogen donors
than third-period acids such as H2S.50 These factors favor the
HS-‚‚HCN structure over CN-‚‚H2S. Furthermore, the
HS-‚‚HCN structure is favored by the much larger dipole
moment of HCN compared with H2S (Table 2). The dipole of
HCN is aligned toward the charge center in HS-‚‚HCN, but
the dipole of H2S cannot be perfectly aligned in CN-‚‚H2S while
also maintaining an optimal near-linear N-H-S hydrogen bond.
Solution phase proton exchange kinetic studies59 show that the
rate of proton removal from HCN by a sulfur base (RS-) is
several orders of magnitude slower than for nitrogen or oxygen
bases. This has been attributed to the stronger proton donor
properties of HCN compared with RSH, which stabilizes the
[RS-‚‚HCN] complexes.

Higher Energy Behavior. Channel (3c), formation of HS-

+ HNC, yields the same product ion mass as channel (3a), HS-

+ HCN. The model cross sections in Figure 2b show that
channel (3c) would have only a minor effect on the much larger
channel (3a). However, channel (3c) is comparable in magnitude
to channel (3b), CN- + H2S, and it appears in the higher-energy
region where the experimental cross section for (3b) declines.
That behavior suggests that there could be a competition
between (3b) and (3c), counter to the assumption of the statistical
model that all three dissociation channels arise from a common
intermediate. A possible mechanism for such a competition is
a two-step process:

That is, the bottleneck for both processes (3b) and (3c) is the
internal proton transfer to form the [CN-‚‚H2S]* intermediate,
which can then either dissociate into CN- + H2S or else undergo
another internal proton transfer with the nitrogen end of CN-

to form HS- + HNC. Modeling this mechanism is beyond the
scope of this work, but it does provide a speculative reason for
the observed decline in the CN- cross section at high energy
and it is consistent with the tight transition state for channel
(3b).

Thermochemical Results.The enthalpies and Gibbs energies
for reaction 4 are summarized in Table 5. The “best” TCID
value for the endoergicity of reaction 4,∆E0 ) 6.0 ( 4.3 kJ/
mol, agrees within its uncertainty with the literature thermo-
chemical value of∆rH0(4) ) 2.6 ( 0.9 kJ/mol (Table 1). The
latter value agrees well with an independent ion-cyclotron
resonance equilibrium study of reaction 4,61 which gives∆rH0-
(4) ) 3.2 ( 0.4 kJ/mol after thermal corrections. However,
RRKM fits on the TCID cross sections performed by fixing
∆E0 at the literature value of 2.6 kJ/mol and relaxing the other
three adjustable parameters [σ0, N, andE0(3a)] were unsatisfac-
tory. The shift in the threshold of the model CN- cross section
could not be compensated by reasonable adjustments to the TS
parameters. That implies that although the error is within known
random and modeling uncertainties, the small remaining devia-
tion may be systematic (either experimental or in the statistical
models for this work or as an outside possibility in the literature
thermochemistry) rather than simply due to random error. Figure
1c suggests that the statistical rate theory might be improved
using a true variational description of the transition states as a
function of energy rather than the limiting cases of loose
(orbiting) and tight (fixed) transition states. Theoretical dynamics
studies could probe whether there is also a nonstatistical
component to the TCID process for reaction 3a, but that is
beyond the scope of this work.

Treating the gas-phase acidity of H2S, ∆acidH0(H2S) )
1464.92( 0.04 kJ/mol, as the “known” because it is more
precise than∆acidH0(HCN), we can derive∆acidH0 (HCN) )
1459 ( 4 kJ/mol as the “best” TCID value from this work.
This agrees with the literature value of∆acidH0(HCN) ) 1462.3
( 0.9 kJ/mol within the uncertainty limits, as expected from
the discussion above.

The measured complexation energy of HS-‚‚HCN relative
to the lower energy products CN- + H2S is E0(3a) ) E0 (3b)
- ∆E0 ) 0.76( 0.40 eV or 73( 39 kJ/mol. This agrees well
with the more precise complexation energy of 79( 4 kJ/mol
reported for “CN-‚‚H2S” from ligand-exchange equilibria in
high-pressure mass spectrometry experiments.62 However, the
present work shows that the actual structure of the complex
ion is HS-‚‚HCN.

Conclusion

The cross sections for the collision-induced dissociation of
[HS-‚‚HCN] proton-bound complex to CN- + H2S and HS-

+ HCN have been measured using the competitive TCID
method. The results indicate that the CN- + H2S product
channel passes through a tight transition state and the HS- +
HCN channel is associated with a loose transition state. The
calculated potential energy surface has a single minimum and
shows no barrier along the dissociation path for either channel.
The calculations confirm that the complex ion has the unsym-
metrical form HS-‚‚HCN, i.e., a hydrogen bonded complex
between HS- and HCN. This complex can fall apart facilely to
HS- + HCN (the “loose” channel) but must pass through a
proton-transfer region to reach CN- + H2S products (the “tight”

TABLE 5: Thermochemical Results

method ∆rH0 (kJ/mol) ∆rG298 (kJ/mol)

thermochem cyclea 2.6( 0.9 6.2( 0.9b

equilibriumc 3.2( 0.4b 6.7( 0.4
TCID (this work) 6.0( 4.3 9.5( 4.3b

a Table 1.b Thermal entropy and enthalpy corrections calculated in
the rigid rotor, harmonic oscillator approximation using B3LYP/aug-
cc-pVTZ geometries and frequencies.c Reference 61.

[HS-‚‚HCN] + Xe f HS- + HCN + Xe

f [CN-‚‚H2S]* + Xe

[CN-‚‚H2S]* f CN- + H2S

f HS- + HNC
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channel). The requirement for the proton transfer evidently
results in a bottleneck despite the absence of a potential energy
barrier on the surface. Normal mode calculations show that there
is strong curvature along the reaction path toward the CN- +
H2S channel, consistent with the tight transition state for that
channel.

The product branching ratios have been modeled both using
RRKM theory and phase space theory. Both treatments give
similar reaction thermochemistry. Treatment of the permanent
dipole of HCN in the orbiting transition state either in a locked-
dipole approximation or by neglecting the dipole entirely has
only minor effects on the resulting energy differences. This lack
of sensitivity to modeling parameters reflects the robustness of
the competitive TCID method.
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